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[1] “PPDSparse: A Parallel Primal-Dual Sparse 
Method for Extreme Classification”, KDD 2017.

(PfastreXML, Delicious-200K, P@1, 26.66)
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[2] “AnnexML: Approximate Nearest Neighbor Search 
for Extreme Multi-label Classification”, KDD 2017.

(PfastreXML, Delicious-200K, P@1, 37.62)
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Our proposed approach (will be introduced later in detail)
Develop a computational method to build the system
• Feature extraction
• Learning strategies
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Experimental Result
Database (ERD)Tables in PDFPDFs in

Digital Libraries

This is the most challenging task!
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• Use Tabular to transform PDF into CSV (Comma-Separated Value)
https://github.com/tabulapdf/tabula-java

• Define table components with 8 templates

Four tables
from different papers
in Recommender Systems
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• Caption: d

• Row names: P(R)

• Column names: P(C)

• Name indicator: W(R)

• Table body: B(P(R), P(C), d)
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Top 2 popular templates
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The “roles” of row names, column names, and terms in captions are unknown.
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Dataset Method Metric Score
Twitter Textual Precision 0.746
Twitter Textual Recall 0.693

… … … …
Twitter CCR F1 0.818
Twitter CCR Accuracy 0.809

Problem: Given a set of tables extracted from PDFs {𝑇} ,
(1) classify the concepts into three categories 𝒇:𝓟 → 𝓛
(2) unify the cells into (method, dataset, metric, score)-tuples.
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𝑓:𝒫 → ℒ

Rule-based classifiers
• Three Assumptions

Learning-based classifiers
• Semantic concept Embeddings
• Structural concept Embeddings

A1 A2 A3 E1 E2

Seeds Run iteratively

Concept-to-Label
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Row/column header indication. If the upper-leftmost cell of the 
table has a specific word (e.g., “Methods”, “Algorithm”), the names 
on the corresponding columns/rows are more likely to have the label 
as the word indicates.

label prediction 𝜙 word indication 𝜓
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Row/column type consistency. Concepts on the same column/row 
are likely to have the same type of label. For example, if we know 
“Precision” is a “metric”, then “Recall” is likely to be a “metric”.

majority of the concepts
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Cell context completeness. A table often covers all the three 
types of labels on its columns, rows, and caption, in order to provide 
complete contexts to explain the values in the cells. For example, if 
the caption has a dataset name and row names are methods, then 
the column names are likely to be metric.
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Semantic concept embeddings (BERT[1])

[1] Devlin et al., BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. In NAACL 2019.
[2] Gui et al., Embedding learning with events in heterogeneous information networks. In TKDE 2017.

[Paper text] On the other hand, the proposed CCR model can 
improve the performance of both precision and recall than the 
two single models. Meanwhile, CCR performs best among all the 
methods in terms of both F1 and accuracy score.

Twitter

0.727

F1

CCR

0.953

Amazon

LEMON

LEMON

Amazon

Precision

…

Seen Concepts

CCR

Twitter

Unseen Concepts

…

Method

Dataset

Metric

…

?

?
…

Structural concept embeddings (HEBE[2])
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R > L
E1 > E2 

A2 > A1 > A3
R+L is the best!

Rule is better than Learning.

Type consistency
is the most effective.

Semantic embedding is more
effective than structural.

Using all the Five (Three plus Two) is the best!
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• Rule is better than Learning.
• Type consistency (Rule 2) is the most effective.
• Semantic embedding is more effective than structual embedding.
• Rule + Learning is the best!
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A novel system that extracts experimental evidence from 
data science literature in PDF format.

An effort-light method that leverages both rule-based and 
learning-based methods to unify the tables of experimental 
results database.

Capabilities for exploration and analysis over the structured 
knowledge to facilitate research and practice.
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